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there exist various communication channels besides the basic
ones. It is our duty to challenge such unexplored channels. 

Some of them are not easily discernible. Here is an example of
what I mean by a problem not being easily discernible. Take the
basic two-party protocols, namely, bit commitment and oblivious
transfer, that are the basis for all cryptographic protocols. Just as
Shannon looked into the quantifiable information content that can
be transferred through a channel, we can ask the question of
under what circumstances can we efficiently perform such cryp-
tographic tasks. In fact, taking the information theoretic approach
to this question, the limits and the conditions that constitute the
protocol have been successfully demonstrated. This is another
example of the combination of information theory and cryptogra-
phy, and the expansion of the world of information theory.

In conclusion, our Society is on the sure way to expansion.
However, as I discussed in my second column, the problems
brought about by the electronic publication of the
Transactions, such as open access, remain significant.
Recently, an information theory (IT) category has been set up
on the public preprint server ArXiv (arXiv.org). Our society
has decided to actively promote contributing preprints to
ArXiv. In the process, we shall find a new model for our
Society in the IT age. We shall see the path our Society should
take from there.

Our world is undergoing drastic changes. So is our Society. Let
us see this moment as yet another opportunity for our Society to
expand. In the hope of the further development of the IEEE
Information Theory Society, I remain.   
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President’s Column
Hideki Imai

Alain Glavieux, Professor and Deputy Director of
ENST Bretagne, died on September 25, 2004, after
spending many years fighting a long illness. He was
55 years old. He leaves behind his wife Marie-Louise,
his adoptive daughter Christelle, and many friends.

Prof. Glavieux graduated as an engineer from
ENST (Paris). On his arrival at the newly founded
ENST Bretagne in 1978, he designed a teaching pro-
gram in digital communications and established
and supervised a high-level research program in
underwater communications. At the beginning of
the 1990’s, he contributed, with his colleague and
friend Claude Berrou, to the invention of turbo
codes which are considered today to be one of the
major innovations of the post-Shannon era. The concepts used

in turbo codes have, in particular, opened up the
way for iterative probabilistic processing in com-
munication receivers. For his work, Prof.
Glavieux, along with Claude Berrou, received
many French and international awards, including
a Golden Jubilee Award for Technological
Innovation (IEEE IT, 1998), the Richard W.
Hamming Medal (IEEE, 2003) and the French
Academy of Science’s “Grand Prix France
Télécom” award (2003).

His many students and all his colleagues, in France
and abroad, appreciated Prof. Glavieux as a kind-
hearted, understanding individual and an outstand-
ing pedagogue. The Information Theory Society
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based on graphical models. If you go to the “erasure correction”
mode, you will soon convince your self that a simple (but subop-
timum) erasure fill-in strategy will correct any pattern of two or
fewer erasures. The situation with three erasures is much more



Newton: 63%
Shannon 37%

Not bad for a boy who grew up in Gaylord Michigan!

The Future of Mars-Earth Communications

It is natural to wonder about the future: will we see another 42 dB
improvement in the next 40 years? I cannot answer that, but researchers
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Information Theory has had connections with several other
fields. Computer Science, Physics, Probability Theory,
Economics, Signal Processing, and, of course, Communications
and Networking come to mind. Yet, there is one field with
which Information Theory has not had any overt connection
although it shares with it a great deal of common culture and,
sometimes, techniques. This field is Control Theory. In fact, in
recognition of the commonality of methodology and culture
between the two fields, the Information Theory Society and the
Control Systems Society have been in the same IEEE Division
for many years and, with the exception of a brief interlude, con-
tinue to be so today.  In tribute to this odd relationship, I
thought I would take a look at the history of that field. In fact,
in 1996 the main conference of the Control Systems Society, the
Conference on Decision and Control (known as CDC and often
attended regularly by some of our members) devoted a session
to the celebration of the 300th anniversary of the birth of
Optimal Control.

Considering that our field is only fifty some years old, it appears
surprising that some kindred fields can be …. almost ancient. But
of course, this is a superficial observation. Even though the pre-
cisely defined field of Information Theory was born in 1948, the
motivation for it (through communication theory) precedes it by
almost a century and, in fact, as documented in this column a few
years ago, it goes all the way back to … (where else?) Ancient
Greece. The first illustrations of coding ideas and remote commu-
nication can be traced to Homeric times. So, in retrospect, we
know that everything has started in Ancient Greece. This is a
purely unbiased view shared fully by all people of Hellenic
descent and in part by almost everyone else. So, after paying the
usual tribute to Ancient Greece as the root of all good and evil
(just a note here for those who may not have detected it: I am
clearly saying this in jest), let us move on to identify the origins of
more specific elements of the field of Control Theory in its mod-
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The IT Society Aaron D. Wyner Award honors individuals who
have shown outstanding leadership in, and provided long stand-
ing exceptional service to, the Information Theory community.
This award was formerly known as the IT Society Distinguished
Service Award.

Nominations for the Aaron D. Wyner Award can be submitted
by anyone and are made by sending a letter of nomination to
the President of the IT Society by April 15, 2005. The individual
or individuals making the nomination have the primary
responsibility for justifying why the nominee should receive
this award.

How to nominate: Letters of nomination should

• Identify the nominee's areas of leadership and exceptional
service, detailing the activities for which the nominee is

believed to deserve this award;

• Include the nominee's current vita;

• Include two letters of endorsement.

Current officers and members of the IT Society Board of
Governors are ineligible.

Please send all nominations by April 15, 2005 to
Steven W. McLaughlin
IEEE IT Society President
Georgia Tech Lorraine
2-3, rue Marconi
Metz Technopole
57070 Metz  FRANCE
email:  swm@ece.gatech.edu

Call for Nominations:
2005 Information Theory Society Aaron D. Wyner Award

Nominations are invited for the 2005 IEEE Information Theory
Society Paper Award.

Outstanding publications in the field of interest to the IT
Society appearing anywhere during 2003 and 2004 are eligi-
ble. The purpose of this award is to recognize exceptional
publications in the field and to stimulate interest in and
encourage contributions to the fields of interest of the IT
Society.

The Award consists of an appropriately worded certificate and an
honorarium of US$1000 for a single author, or US$2000 equally
split among multiple authors.

NOMINATION PROCEDURE: Please email a brief rationale
(limited to 300 words) for each nominated paper explaining its
contributions to the field by March 1, 2005 to the Transactions
Editor-in-Chief at poor@princeton.edu, with a cc to Lynn
Stetson at lstetson@princeton.edu.

Call for Nominations:
2005 IEEE Information Theory Society Paper Award

The Joint Information Theory/Communications Society Paper
Award recognizes one or two outstanding papers that address
both communications and information theory. Any paper appear-
ing in a ComSoc or IT Society publication during the year 2004 is
eligible for the 2005 award.

Please send nominations to David Neuhoff (neuhoff@eecs.umich.edu)
by February 1, 2004.

A Joint Award committee will make the selection by April 10,
2005.

Call for Nominations: 2005 Joint Information
Theory/Communications Society Paper Award
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Let sn = 2n2 + 2n + 1 for all integers n ≥ 0. Thus,
S = {sn} = {1, 5, 13, 25, 41, 61, 85, 113, 145, 181, 221, 265, ...}.
Some knowledge of elementary number theory will be helpful
in addressing the following questions.

1. Prove that if p is a prime number that divides any term
of the sequence S, then p = 4m + 1 for some positive
integer m.

2. Show that every prime p of the form 4m + 1 divides terms
of the sequence S.

3. Show further that for each prime p of the form 4m + 1,
there are two residue classes, a and b, modulo p, such
that p divides sn for all n ≡ a(mod p) and for all
n ≡ b(mod p), where a + b ≡ −1(mod p) and a �= b. (For
example, with p = 5, we can take a = 1 and b = 3.)

4. Note that s0 = 12, s3 = 52, and s20 = 292. Find all the
values of n for which sn is a square integer.

5. In the previous problem, consider the sequence
c = {cn} = {1, 5, 29, . . . } of the numbers whose squares
occur (in increasing order) in the sequence S. Find a
recursion relation satisfied by the terms of C, and deter-
mine lim

n→∞(
cn+1
cn

).

*6. Are any of the terms of S perfect cubes or higher powers?

*7. What can you say about the frequency of prime numbers
in the sequence S?

(Complete solutions to the starred problems may exceed the
current state of knowledge.)

GOLOMB’S PUZZLE COLUMN™

A QUADRATIC SEQUENCE
Solomon W. Golomb

Error Control Coding, 2nd Edition,
by Shu Lin and Daniel J. Costello. Prentice Hall, 2004, 1272 pp.,
$124, ISBN 0130426725.
Contents: 
Coding for Reliable Digital Transmission and Storage;
Introduction to Algebra; Linear Block Codes; Important Linear
Block Codes; Cyclic Codes; Binary BCH Codes; Nonbinary BCH
Codes, Reed-Solomon Codes, and Decoding Algorithms;
Majority-Logic Decodable Codes; Trellises for Linear Block
Codes; Reliability-Based Soft-Decision Decoding Algorithms for
Linear Block Codes; Convolutional Codes; Trellis-Based Decoding
Algorithms for Convolutional Codes; Sequential and Threshold
Decoding of Convolutional Codes; Trellis-Based Soft-Decision
Algorithms for Linear Block Codes; Concatenated Coding, Code
Decomposition ad Multistage Decoding; Turbo Coding; Low
Density Parity Check Codes; Trellis Coded Modulation; Block
Coded Modulation; Burst-Error-Correcting Codes; Automatic-
Repeat-Request Strategies.

Space-Time Codes and MIMO Systems,
by Mohinder Jankiraman. Artech House Publishers, 2004, 350 pp.,
£73, ISBN 1-58053-865-7.
Contents:
Introduction; The MIMO Wireless Channel; Channel
Propagation,Fading & Link Budget Analysis; Space-Time Block

Codes; Space-Time Trellis Codes; Layered Space-Time Codes;
Orthogonal Frequency Division Multiplexing (OFDM); IEEE
802.11a Packet Transmission System; Space-Time Coding for
Broadband Channel; The Way Ahead.

Wireless Sensor Networks Architectures and Protocols,
by Edgar H.\ Callaway. Auerbach Publications, 2004, 360 pp.,
$99.95, ISBN 0-8493-1823-8.
Contents:
Introduction to Wireless Sensor Networks; The Development of
Wireless Sensor Networks; The Physical Layer; The Data Link
Layer; The Network Layer; Practical Implementation Issues;
Power Management; Antennas and the Definition of RF
Performance; Electromagnetic Compatibility; Electrostatic
Discharge; Wireless Sensor Network Standards; Summary and
Opportunities for Future Development.

Information Theory, Coding and Cryptography,
by Ranjan Bose. McGraw-Hill, 2002, 288 pp., ISBN 0-07-048297-7,
ISBN 0-07-123133-1 (international edition).
Contents:
Source Coding; Channel Capacity and Coding; Linear Block
Codes for Error Correction; Cyclic Codes; Bose-Chaudhuri-
Hocquenghem (BCH) Codes; Convolutional Codes; Trellis Coded
Modulation (TCM); Cryptography.

New Books 
By Raymond Yeung
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A Course in Error-Correcting Codes,
by Jorn Justesen and Tom Hoholdt. European Mathematical
Society, 2004, 204 pp., 39.50 €, ISBN 3-03719-001-9.

Codes for Mass Data Storage Systems, 2nd Edition,
by Kees A. Schouhamer Immink.  Shannon Foundation
Publishers, 2004, 350 pp., 91 €, ISBN 90-74249-27-2,
http://www.shannonfoundation.org/order.html
(web purchasing only).

Finite Automata,
by Mark V.\ Lawson. Chapman & Hall CRC, 2003, 320 pp.,
$69.95, ISBN 1-58488-255-7.

Handbook of Graph Theory,
edited by Jonathan L.\ Gross and Jay Yellen. CRC Press, 2003,
1176 pp., $119.95, ISBN 1-58488-090-2.

Computability Theory,
by S. Barry Cooper. Chapman & Hall CRC, 2003, 424 pp., $69.95,
ISBN 1-58488-237-9.

Spanning Trees and Optimization Problems,
by Bang Ye Wu and Kun-Mao Chao. Chapman & Hall CRC,
2004, 200 pp., $79.95, ISBN 1-58488-436-3.

Telecommunications Performance Engineering,
edited by Roger Ackerley. IEE, 2004, 304 pp., £55, ISBN
0-86341-341-2.

Mobile and Wireless Communications: Key Technologies and
Future Applications,
edited by Peter Smyth. IEE, 2004, 400 pp., £55, ISBN
0-86341-368-4.
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There were 949 papers submitted for presentation, and 570, or
about 60%, were accepted. On Wednesday afternoon, about 80
participants attended the Chicago Cubs baseball game and about
45 participants took the Chicago City tour. About 810 people
attended the Thursday night banquet at Chicago's Navy Pier with
entertainment by Chicago's Second City Comedy club.

Stormy weather forced the Sunday evening welcoming reception
to be moved indoors, but otherwise the weather throughout the
week was pleasant.

Robert J. McEliece delivered a lively Shannon lecture entitled,
“Are there Turbo-Codes on Mars?” The lecture included a rousing
song of thank you to Claude Shannon, accompanied by Marvin
Simon on piano. See the lyrics, and also a list of anagrams devised
by Dr. McEliece, at the end of this article.

Engaging lectures were also given by the other four plenary
lecturers: 

• Persi Diaconis (The Mathematics of Making a Mess), 
• Ueli Maurer (Information Theory in Cryptography) 
• Tom Richardson (The Methods of Iterative Methods), and 
• Martin Vetterli (On Fourier and Wavelets: Representation, 

Approximation and Compression.)

The four preconference tutorials drew a total of 307 attendees. The
presenters and topics were:

• Ueli Maurer, Cryptography
• Brendan Frey, Iterative Algorithms with Applications in 

Sensory Processing, Multiple Sequence Analysis and 
Machine Learning

• Giuseppe Caire, Hesham El Gamal, and Mohamed 
Oussama Damen, Space-Time Coding

• Gilles Brassard, Quantum Information Processing

President Hideki Imai presided over the Society's annual awards
luncheon on Tuesday, and delivered an excellent speech at the
banquet.

The dedication of so many volunteers and several professionals
helped the conference run smoothly without any major glitches.
Beside the Organizing Committee, Program Committee, speakers,
and attendees, we would like to acknowledge in particular:
University of Toronto student Aaron Meyers for providing an
excellent paper submission and handling system, Karen Galuchie
of IEEE for processing many travel grants with diligence, the
Downtown Chicago Marriott staff for reliable and friendly support,
and Conference Management Services, Incorporated (on the web at
www.cmsworldwide.com), run by Billene Mercer, for excellent pro-
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That our unanimous attitude is one of lasting gratitude
For what Dr. S. has done for us today
And therefore I would simply like to say:

Thank you very much
Thank you very much
For the nicest theorems that anyone's ever proved to me
When you came our way
It was our lucky day
You taught us all about the sum of p log p 
Now we calculate the mutual info
To measure X and Y's dependency
So every individual bit
Will be quite accurate
Thank you very, very, very much

Thank you very much
Thank you very much
For the nicest theorems that anyone's ever proved to me
Before you came along

Our messages went wrong
We didn't know a thing about capacity. 
Now we maximize the mutual info
To minimize the probability 
That any individual bit 
Will be inaccurate 
Thank you very, very, very, much

Thank you very much
Thank you very much
For the nicest theorems that anyone's ever proved to me
Before you came along
Our files were far too long
We could not eliminate redundancy. 
Now we minimize the mutual info
To maximize compressibility 
And every individual bit 
is still quite accurate 
Thank you very, very, very much
Thank you very, very, very much!
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Editor’s Note: Please notice that the ISIT 2005 proceedings will include 5 page papers rather than one page
abstracts.  Further information about this change will appear in a future issue of the Newsletter.
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DATE CONFERENCE LOCATION CONTACT/INFORMATION DUE DATE

January 10-12,  LANL Workshop on Applications Santa Fe, New Mexico http://cnls.lanl.gov/~chertkov/ TBA
2005 of Statistical Physics to Coding FEC.htm

Theory See CFP in this issue

April 3-7, WiOpt 2005 Tr


